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In this paper, we map out the landscape of options available to visual artists for creating personal artworks, including crafting, adapting

and navigating deep generative models. Following that, we argue for revisiting model crafting, defined as the design and manipulation

of generative models for creative goals, and motivate studying and designing for model crafting as a creative activity in its own right.
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1 INTRODUCTION

Large-scale Text-to-image Generation Models (LTGMs), including Dalle-E [37] and Stable Diffusion [41], are trained

on large datasets with many high-end GPUs. Users of these models can produce diverse and high-quality visuals

through meticulously written text prompts. These models mark a significant shift from the era when artists used

personally-trainable generative models like Generative Adversarial Networks (GANs) and Variational Autoencoders

(VAEs). LTGMs have made the generation of visuals accessible to everyone, but this shift in attention has overshadowed

the practice of "model crafting", whereas artists personalize their work by experimenting with training sets, model

architectures, and hyperparameters in addition to combining, adapting and manipulating pre-trained models [13]. Model

crafting offered artists a sense of craftsmanship and ownership over the creative process and its outcomes. However,

the high resource requirements and costs associated with training LTGMs have made them practically impossible for

individual artists to train
1
, and replaced process ownership with a contested product ownership [24]. In this paper, we

map out the landscape of options available to artists for creating personal artworks, on LTGMs or personally-trainable

models, and argue for revisiting model crafting as a significant venue for artistic personalization.

1
For example, a recent work by Chen et al. [17] propose a model that can be trained with a fraction of the cost it takes to train a large model such as

Stable Diffusion V1.5. However this fraction amounts to $26,000.
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Table 1. Finer controls for personalizing generative models increase as we move (down) between navigating, adapting or crafting
models, it also increases as we move (right) from training on existing, curated or manually created datasets.
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✗ ✗ ✗ ✓ Img2img [1] or Latent Projection [33] ✓

A
d
a
p
t Few-shot model adaptation ✓ ✗ ✗ ✓ Textual Inversion [1, 2, 6] ✓

Model fine-tuning ✓ ✗ ✗ ✓ Train from a pre-trained model [8, 33] ✓

Train an off-the-shelf model ✓ ✗ ✓ ✗ Picking a GAN variation [8, 33] ✓

C
r
a
f
t

Active Divergence ✓ ✓ ✓ ✓ Network Blending [33] ✓

Train on a modified model ✓ ✓ ✓ ✗ Customize standardized models [38, 45] ✗

Train on own model ✓ ✓ ✓ ✗ Deep Learning frameworks [9, 39] ✗

2 THE LANDSCAPE OF PERSONALIZATION

In a 2018 interview [57], computational artist Memo Akten outlined a spectrum of approaches for artistic creation with

deep generative models along two dimensions: data (creating one’s own, curating, or reusing existing sets) and models

(designing original algorithms, modifying existing ones, or using pre-trained models). Having tried every combination,

Akten argued that as artists move from using a custom to existing models/data in their work, it becomes "harder to

give it a unique spin and make it your own". Inspired by this analysis, we explore the current landscape of options that

artists have for creating personal artworks, with findings detailed in Table 1 and discussed later.

2.1 Navigating Generative Spaces

By interacting with a generative model, artists navigate the generative space of the model, i.e. its space of possibilities,

to find aesthetics that interest them. Navigation can take place through prompting (e.g., [5, 37]), latent projection

and semantic sliders (e.g., on Autolume [33]), canvas-like [43] and paining-like [18] interactions, or by embedding

generative models into bespoke workflows [2, 22], among others [46]. Steering interfaces that provide semantically

meaningful controls improve artists’ control, self-efficacy, and creative ownership [31]. We contend that navigation

becomes more effective when it takes place in the generative space of expressive [32] and personalized models [11].

2.2 Adapting Generative Spaces

When navigating the model’s generative space proves cumbersome or if it consistently fails to produce personal results,

artists can adapt generative models, which helps in shaping and focusing the scope of navigation. Few-shot model

adaptation relies on a handful of example images and can introduce novel concepts into the generative space of the model

with minimal changes. Full fine-tuning (and training from scratch) requires more example images but it can produce

visual results for domains that are difficult to model with a few images such as Arabic Calligraphy [49]. Numerous

techniques for adapting and personalizing generative models exist [25, 27, 42, 44]. Furthermore, visual arts creation
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Seizing the Means of Production: Exploring the Landscape of Crafting, Adapting and Navigating Generative AI Models3

Fig. 1. Three modes for creating personal works using generative models: (1) model navigation, (2) model adaption, and (3) model
crafting. In the first mode, artists navigate within a fixed generative space to find the aesthetics they like, e.g. by prompting. In the
second, navigation takes places within an adapted generative space. In the third, artists (co-)explore the space of generative models
(straight arrows) as well as navigating within the generative space of each model (curved arrows).

tools (e.g., [1–4, 7, 8, 33]) often integrate adaption into their interfaces, whether they operate on personally-trainable or

large generative models, such that the adapted models become available for downstream navigation [11].

2.3 Crafting Generative Spaces

During model navigation a generative model is not modified, instead artists only sample from its generative space

(Figure 1 - 1). During model adaption, the weights of the model are changed which results in a different generative

space to navigate in (Figure 1 - 2). On the other hand, model crafting involves manipulating the model’s architecture

including designing new architectures, or editing and mixing existing models (c.f. in Active Divergence), which can

produce qualitatively different and more personal generative spaces than is possible with model adaption alone, by

virtue of affording finer control. Conceptually, model crafting can be defined as a creative exploration in the design

space of generative models (Figure 1 - 3). Given the high computational cost of training large models, model crafting

for artists is limited to small models in practice, noting that "small" depends on the artist’s access to computational

resources.

2.3.1 Active Divergence. Artists often seek novelty and surprise from generative models. However, generative deep

learning models are, by definition, trained to model a target distribution. Active divergence methods [13], as the name

indicates, are a collection of methods that diverge generative models from a target distribution to produce novel and

out-of-distribution samples. Active divergence methods, such as network rewriting [12], bending [14], and blending [40],

involve re-purposing and manipulating pre-trained models for art creation, with or without data.

2.3.2 Model Crafting vs. Model Development. Developing generative models, and machine learning models in general,

is a mature field with support tools that span the entire development lifecycle including data preparation and pre-

processing, hyperparameters optimization, model version control, and training process tracking as well as tools for

testing and deploying models [15, 53]. Artists can lean into this ecosystem in developing generative models for creative

applications, but the emphasis on efficiency, generality, and scalability, around which those tools are built is not always

relevant for art creation. In fact, when it comes to art creation, the bias and overfitting associated with small datasets

or simple models can be desired [54]. Art creation involves experimentation, visual exploration, and reflection and is

characterized by the lack of optimal solutions, which is why we prefer the termModel Crafting over Model Development.

If we concede that crafting for creative endeavours is different from model development for common purposes, we can

deduce that it also requires different tool support. As Table 1 and previous sections show, model navigation and adaption

for the visual arts are well supported with no-code tools while crafting largely happens on coding editors and paper
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sketches [55]. A notable exception is Autolume [33] which is a no-code visual synthesis system that combines model

navigation (via semantic sliders and latent projection), adaption ( fine-tuning), and crafting (via network blending).

3 DESIGNING FOR MODEL CRAFTING

3.1. Challenges. Model crafters and researchers who design tools for them face multiple challenges including: (1) the

prolonged training times for training generative models, and (2) the interdisciplinary and technical expertise required

for model crafting. However, we join Abuzuraiq and Pasquier [11] in arguing that the proliferation of cloud computing

and the advances on data-efficient, limited-data and few-shot generative models [10, 30, 35, 56] can lead high-quality

models that are faster to train (technical-perspective). Furthermore, that the adoption of "small data" [54] and "slow

technology" [26] mindsets can provide effective lenses for the design of model crafting tools (design-perspective).

3.2. Opportunities. Large generative AI systems impact the artist’s ability to perceive generated works as their

own (i.e. authorship), and the systems’ black-boxed nature impacts the artist’s sense of control over the results (i.e.,

agency). In this context, model crafting offers the following distinct advantages:

A. Owning both the Creative Process and its Products: Creative AI, epitomized by recent generative AI systems,

emphasizes the products over processes [19]. When people are presented with a generative AI system that creates

impressive results without offering them means to understand or contribute to its process, their agency is decreased and

they lose an opportunity to reflect on their own creative process, in addition to understanding human and computational

creativity at large. The advent of large text-to-image generative models raised questions over the attribution (authorship)

of what is produced and challenged artist’s sense of ownership (agency) when using those models, possibly due to the

incurred loss of control [50]. To reclaim agency over the created products, artists personalize and adapt generative

models. However, product ownership (and authorship) can also come as a by-product of process ownership, which can

be achieved through model crafting along with carefully curated or created datasets.

B. Sense of Craftsmanship:Model crafting is challenging and requires weaving expertise that spans coding, deep

learning, and specific domain expertise. But it is also a rewarding activity that can be a source of pride and craftsmanship,

which is a motivation they share with makers in the Do-It-Yourself (DIY) community [34]. Crafters of generative systems

also often report surprising [23] and serendipitous [29] encounters as they experiment with generative systems.

3.3. Creativity Support for Model Crafting: Given the advantages outlined above, we encourage researchers

to study and design tools for the model crafters. The work in this direction is scarce, so we weave together some

starting points. First, by analogy to sketching in design, Lam et al [28], propose a system for Model Sketching by which

users explore high-level concepts (e.g. profanity or racism) based on which ML classifiers are subsequently created. In

the same vein of simplifying ML model design for non-experts, multiple visual programming frameworks for deep

learning are introduced [16, 51], as well as direct manipulation tools for visualizing and experimenting with deep

learning models [48]. To reduce the barrier for non-expert users, Croisdale et al. [21] propose a data-flow system of

cards for exploring multi-modal generative workflows. Similarly, Compton et al. [20] present physical cards for creating

generative pipelines. Finally, crafting involves finer control including mixing and matching. Ulberg et al. [52] suggest

visualizing and crafting model weights for better control over neural networks for the arts. Shimizu et al. [47] enable

creating bespoke text-to-media mappings between generative models with a few examples.
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4 CONCLUSION & FUTUREWORK

Crafting, adapting and using generative systems has a long and diverse lineage in many academic fields and communities

of practice, even if not under the term Generative AI or if not based on machine learning
2
. Other names included

procedural content generation in games, generative design in architectural or industrial design, generative music,

and computational arts to name a few. With roots in extensive bodies of work on generative and procedural systems,

model crafting can also extend its reach to other fields. Artists have always pioneered advances in the AI field (e.g.

DeepDream [36] as a predecessor for visualizing neural networks activations), and work on creative model crafting for

small models can inform the design and development of large generative models as well. In the future, we will continue

to design for and study model crafting as a creative endeavour in its own right.
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